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Abstract

Experimental investigation of the lifetime of the accelerating structure for electron-positron collider CLIC under multiple action of 30 GHz radiation pulses is now carried out by the collaboration of CLIC team (CERN), FEM group of JINR (Dubna) and IAP RAS (Nizhny Novgorod) [1,2]. To provide this experiment a specially designed copper test cavity is feeding by the radiation of free-electron maser using electron beam of induction linear accelerator LIU-3000. It is necessary to collect information about each radiation pulse and estimate the extracted energy, because the action of the radiation to the cavity is accumulated.

We present a distributed asynchronous two-level data acquisition system being built under client-server principle. Client communicates with servers through the sockets connections based on TCP/IP communication protocol. The system has been created simultaneously with the experiments, so the low-level servers can operate completely self-contained. Much attention have been paid to the survivability of the system as a whole to provide the pulse parameters registration in the client even at last the one server is in operation. 

Data acquisition system contains the CAMAC equipment as well as the digital oscilloscope TEKTRONIX TDS3032, which is connected to his server using sockets provided HTTP/1.1 communication protocol. 

1. Introduction

A challenging project of multi-TeV linear electron-positron collider with record accelerating gradient of 150 MeV/m is now under development at CERN (collaboration CLIC) [1]. Very high operating frequency of accelerating structure (30 GHz) and very high intensity of acceleration fields require both creation of non-traditional sources of RF radiation and investigation of physical processes inside the structure. In the frames of CLIC collaboration, experimental investigation of the lifetime of the accelerating structure under multiple action of powerful 30 GHz radiation pulses is now carried out in Dubna by FEM group of JINR (Dubna) and IAP RAS (Nizhny Novgorod). To provide this experiment a specially designed copper test cavity is feeded up by the free-electron maser radiation using the electron beam of induction linear accelerator LIU-3000 [2].  

Data acquisition system created for this experimental facility should meet several requirements:

1. It is necessary to collect information about each radiation pulse and estimate the extracted energy, because the radiation impact to the cavity is accumulated. 
2. Early stages of experiments have already started, so DAQ subsystems should be created step by step. Each subsystem must operate separately and provide enough information for operators. 
3. Some equipment of the facility is rather old, part of them is now modernized, so the DAQ should combine different measuring devices of several generations. 
4. Working frequency of accelerator is not high (maximum 1 Hz). 


In this paper a present status of the data acquisition system is described. 

2. Principles of system construction 

We have developed and tested the distributed-asynchronous-object-oriented multi-channel system of data acquisition from the accelerating installation, constructed on the client–server principle [3]. All measuring complex is divided into independent bottom level subsystems. Each subsystem has a server capable to support independent action of the diverse subsystem equipment with different speed. To be flexible and universal the system lay out takes into account the functional as well as division on measurement signals nature:

1. Permanent signals with high accuracy are measured by slow integrating ADC (12 bites,    3 ranges of conversion time) with bipolar commutator.

2. Long pulse signals, where the amplitude but not waveform is important, are measured by multi-channel ADC (10 bites, 16 channels, conversion time-20mks) and sample-and-hold, which snaps up on strobe pulse.

3. Short pulse signals about 100MHz do not require high accuracy, where the amplitude and waveform are important, are measured by fast ADC (conversion time is 10ns, memory is 128 points per channel, 2 channels, 8 bites) and HF commutator.

4. High precision pulse signals, where high sampling frequency and high accuracy are important are measured by digital oscilloscopes, for example, Tektronix TDS3032 (bandwidth 300MHz, 2 channels).

Though DAQ servers are aimed at solving the functional task of their own subsystem, they have been still done universal and easy configured to measure new signals with similar parameters. Low level servers fulfil signal math preliminary processing with respect to nature of measurement and functionality of each subsystem. All the servers are equivalent for the client because some of integral parameters come from each of them.

Architecture of data acquisition system is on Fig.1. One subsystem – the monitoring system of accelerating voltages, another one is the monitoring system of magnetic fields. One more subsystem is engaged in digital oscilloscope pooling with preliminary processing of a signal. While vacuum subsystem and subsystem of blocking of shutters and breakers are not created. The synchronization subsystem generates all synchronization signals for every subsystem, which are delayed from common start signal, and keep their values in local database. On top level of system there is a client computer. It organizes data acquisition from all of installation so that is capable to support an exchange with any number from viable at present servers and put to archives all received information, giving an opportunity of the subsequent analysis of the cavity extracted energy. The principle "one crate – one computer – one server program" is realized and it allows to reach flexibility, expandability, to have time to fulfil signals from the equipment with different speed at high survivability of system as a whole. Refusal of any of subsystems or a network does not cause crash of system, does not lead to breakdown of other subsystems of the accelerator and loss of the information from them. 

The information on the equipment is concentrated only to the server side; the server program is realised by means of objects – instances of class types, which are created and configured on-line (object is 1 channel of measurement). Every server program has data acquisition block, math calculating block, multi-channel recorder graphical block, block for result cyclic stack memorising and block for asynchronous TCP-socket exchanging (see Fig.2). The information on data acquisition process is concentrated only to the client side. These are IP-addresses of servers and quantity of the servers connected at present, a condition of data recording from them, the current pulse number of the accelerator according to the background of sessions written down in a database. 

3. The system parts interaction

First of all servers by turns are started in an independent autonomous mode and begin to accumulate data from themselves equipment in their local cyclic stack, locally numbering pulses. Synchronous work of all servers on data acquisition begins when all servers were connected to the client and it will submit command Start to all.

The client incorporates servers by IP-addresses, switching them from a local mode to network mode (commands Connect/Disconnect.). During the moment of inquiry of connection the server answers the client with heading line where there are names and dimension of those parameters, on whom measuring and sending it is adjusted in a current session. On the size of heading the client calculates memory size and reserves it in the general database for the data will send from this server. 
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The client program operates process of data gathering from systems of the accelerator, dispatching commands Start, Pause, Stop. During the moment of submission of Start command the client dispatches all servers listening it inquiry with current number of the accelerator pulse (see Fig.2). Pulses numbers synchronization is made in stacks of all servers for preparation for measurement of parameters of a following pulse: independent local numbers are replaced with numbers offered by the client and identical to all servers on all depth of a stack. When process of alteration of numbers in a stack is finished, the server is ready to write his data about new pulses and to send them.
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All the connected servers begin to work, when there is a pulse: digitizing of pulse parameters in all of the subsystem equipment starts as well as drawing and storing of the information on a pulse in the subsystem. They asynchronously reply the client with the line of the obtained parameters. By the moment of arrival of a starting signal from a next accelerator pulse the servers are ready to work again. The client remembers the reply of each server in a file on the place corresponding to the pulse number and the number of the server, which sent the reply. In the process of the asynchronous answer of all working servers the client forms a total line of current pulse parameters from their answers and remembers it on a disk.

Synchronization of pulse numbers by the client

Having received number of a current pulse from the clients; the server changes numbers of the pulse written down in its local cyclic stack on client numbers, increasing thus the record counter W and reading counter R in information sending to the client (always W ( R+1).
The client program will organize pulse data storing and therefore it will define, that there was a following accelerator pulse. It sends pulse number to all servers and also looks forward for hearing from them. Receiving answers, it compares number of a pulse in them to sent number. When the client receives the answer from any server with its server number of a pulse, for the client it means:

– If number has coincided with current client number - this is the current pulse parameter sending, client may write it into the array. 

– If number is less than current number - this is sending in addition, client may write it into the array as a part of a line of an old pulse.

– If number is more than current number of a pulse, it means that the accelerator has worked, these are the parameters of the new pulse. The client pulses counter increases, and the new line of parameters of pulses begins in a file. New number of a pulse is sent to all servers with the offer to send its parameters.

4. A role of servers

Autonomous bottom level servers provide a basis of the system survivability. Information on the specific equipment in the form of separate objects for channels of each type of the measuring equipment (for example, ADC) is concentrated in servers. A server interrogates the equipment, makes primary processing of the information, transforms it to be convenient for the operator to change necessary subsystem parameters. If the network is active, the server sends the information to the client. Each server:

· Remembers the configuration and status information of a subsystem – parameters of measurement channels, number of active channels and the order of their interrogation established by the operator, windows viewing parameters and active traces in them at supervision over the waveform. The server loads the information on the previous session and starts working without the network. Change of a configuration is admissible at any moment of a server work.

· Acquires data about each pulse of the accelerator, temporarily keeping them in a local cyclic stack, supporting the subsystem work.

· Draws their normalized values on the monitor in a mode of a multi-channel recorder that from pulse to pulse allows the operator to watch stability of parameters, applying normalization by parameters values from the last session or by again arranged values. Depending on measurement accuracy of the "walking" parameter it is convenient to apply different extension vertically.

· Gives data to the network by asynchronous requirement of the client if the network is active.

· If it is necessary, writes data on a local disk (subsystem OscCliSr on an output of the accelerator).

Ability to independent work of servers is the distinctive feature of servers of this DAQ system. High autonomy of servers action is provided not only by interrogation of the equipment but also by all preliminary processing of the information, its graphic representation, its accumulation in a prehistory of a recorder and in a local cyclic stack. All actions mentioned above are carried out by server and its efficiency does not depend on presence and efficiency of the client.

Server’s realization and operation

The server program always contains the operating part, which is specific for a given subsystem. It is implemented by means of several objects – instances of device channel class type (the 1 object is 1 channel of measurement). Furthermore it contains a library of controller subroutines (for CAMAC servers) and 1 instance of a server TCP-socket with functions to support an asynchronous exchange with the client program. The server implements configuring of the subsystem equipment on the basis of the last session information, normalisation and drawing the processed parameters, cashing this information in a cyclic stack and transfer it to client, and makes local -output to the file if it is necessary. Now the following servers of subsystems are in operation: MultiChn, Magnets, OscCliSr, and also bSynchro synchronization system.

bSynchro – multi-crate synchronization system of the accelerator through CAMAC branch, in which values of a start delay time for every block in the system relative to the general start are storing in a local database. System synchronization features are:

1. Start is attached to the AC circuit phase to reduce electromagnetic interference in measurement circuits and rise stable equipment action.

2. Two levels of delays (step 100ns /1ns).
3. System was created as muilti-crate system for easy increasing of channel quantity.
Block slots configuration in the crate, titles and parameters of synchronization signals, current delay values are held in a session local database.
MultiChn is a multi-channel server to measure HF signals  (100МHz) with slowly varying parameters (amplitude, duration, delay time, waveform) by means of several fast ADC and HF commutator. Actually the server realises properties of a multi-channel digital oscilloscope with switched inputs: 

· Graphic analysis of the signal waveform of each accelerator pulse on each of             16 multiplexed channels of measurement in unique window with preliminary mathematical processing (addition/subtraction with weight factor within the limits of signals from 2 channels of one ADC), 

· Estimations of a pulse quality factor in a mode of a multi-channel recorder.

· Any waveform of any channel of measurements can be fixed in a window as reference 

· Duplicating signals in a special summary window - dynamically connecting and disconnecting - those signals, which are important to the operator at present time. Besides within the limits of this window the opportunity of summation of signals with the certain set of dimensional weights, for example for calculation of full energy of an electron beam, is stipulated.

The server is borrowed by the control of accelerating voltages: 2 switched channels watch modulators, 1 watch behind an electron gun, the others are planned to use for measurement of voltages from gauges of HF-power and beam position. Pulse referencing is put into practice: for example, for voltage fitting on LIU-3000 modulators. Together with an opportunity of correction of start time of modulators in synchronization system bSynchro (step 1ns) with the purpose of maintenance of their simultaneous operation it forms some kind of a feedback for correction of the waveform of accelerating voltages.

Magnets is a server to measure magnetic fields by means of 2 ADC. Measurements of:

· Currents in pulsed magnets (undulator, solenoid) are carried out by means of multi-channel ADC with sample-and-hold. 

· Direct currents in lenses and the accelerator sections are carried out by means of slow integrating ADC with the slow commutator.
A server keeps distributions of magnetic fields of each lens, received by means of the magnetometer. Having measured currents in each lens, the server composes the distribution of the total magnetic field along the accelerator. Besides the opportunity of constructing of an "ideal" field on the same graph is given. In parallel the server watches stability of parameters in all points of supervision, implementing a mode of a multi-channel recorder.
OscCliSr is the combined server of digital oscilloscope Tektronix TDS3032 (bandwidth     300 MHz, 2 channels) to measure: 

· Integrated parameters of radiation,

· A radiation spectrum by means of its FFT block and the heterodyne analyzer. 
TDS3032 has HTTP/1.1-server inside. Therefore the server program simultaneously is the client towards the oscilloscope: 

· Radiation spectrum width and full power waveform (10000 points) get into a server, up to 500 points are selected and written to the file. 

· Primary data processing is made – the amplitude, duration, energy in a pulse and the temperature factor of a pulse are calculated. 

· Waveform is drawn in a graphic window

· Its integrated parameters are asynchronously sent to the client on TCP/IP protocol
If in rare timeout cases the oscilloscope did not manage to finish sending of the waveform by the moment of arrival of a transformation start signal from a following pulse of the accelerator. The waveform is writing in archive like previous one. 

5. The conclusion

The cheap, flexible, steady distributed asynchronous client-server system of data acquisition from experimental installation to investigate lifetime of CLIC accelerating structure is presented. Its features are:

· Significant autonomy of servers of subsystems independent of efficiency of the client. Each dedicated server fulfils its task: configuration and interrogation of the equipment, primary processing of the information with transformation it to be convenient for the operator, cashing of this information in a cyclic stack, transferring it to client, and if it is necessary storing it in the local file.

· Scalability both client and servers. It is possible to add a new server in the system, and it is also easy to expand a number of the channels in it. The client is multi-socket, works even with one of viable servers.

· The non-standard combined server of a digital oscilloscope is included in DAQ system, which is the HTTP-client towards the oscilloscope and a TCP-server - to the system.

· The multi-channel server to measure of HF signal waveforms is a flexible basis to organize and escalate measurements of any number of the switched HF signals with tracking the waveform by means of fast ADC and HF commutators. Server software allows estimate the contribution from each measured channel in total energy of an electron beam. 

DAQ system is maintained about 2 years in LPP JINR. It possesses a sufficient stability to refusals, flexibility and expandability due to the open architecture and a modular principle both software and hardware organisation. 
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Fig. 1. Architecture of data acquisition system





Fig.2. Client- server interaction
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